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Diagonal Matrix

Definition
The matrix A = [aj;] € M(n x n;R) is called diagonal if a;j = 0 for
any i # j, i.e.

all 0
A=
0 ann
Example
The matrices
10 0 1 00 0
0 0O 0
0 2 0|,
00 3 0 01 0
0 00 -2

are diagonal.



Diagonal Matrix of Linear Endomorphism

Proposition

Let p: V —> V be an endomorphism of vector space V and let
A = (vi,...,Vpn) be an ordered basis of V. Then M(p)4 = [ajj] is
diagonal if and only if v; is an eigenvector of p. Moreover, in such
case eigenvector v; is associated to the eigenvalue aj;, i.e.

cp(v,-) = ajjV;.
Proof.

(<) Assume each v; is an eigenvector of ¢ associated to eigenvalue
aj. Then

cp(v,-) =ajvi=0v + 0w+ ... +0vi1 + ajvi + 0vjs1 + ... + Ovp,

i.e. in the i-th column of the matrix M(p) 4 there is a; in the i-th
row and 0’s elsewhere.
(=) similar to the above O



Example
Let ¢: R> —> R? be given by
©((x1,x2)) = (8x1 + 10x2, —3x1 — 3x2). Then

8 10 8— A 10
M(SO)St = [ -3 -3 :|? W«P()‘) :det|: -3 _3_)\ :|>

The characteristic polynomial is

Wo(A) = (8—=A) (=3 =) +30=A2 -5\ +6=(\—2)(A—3).
There are two eigenvalues A\; = 2, A\» = 3. In order to get
corresponding eigenspaces solve

S [ 6 w][x]_[O] ., __5
2)- -3 -5 Xo - 0 X1 = 3X27

ie. Vo) = {(—3x2,x) € R? | xp e R} = lin((5,3))

_ 5 10 |[ x 0
V(3).|:_3 _6}[X2}=|:0](:)X1=—2X2,

i.e. V(3) = {(—2X2,X2) € Rz | Xp € R} = |in((—2, 1))



Example (continued)

Recall, ¢((x1,x2)) = (8x1 + 10x2, —3x1 — 3x2).
The basis A = ((—5,3),(—2,1)) of R? consists of eigenvectors and

M(SD)A=[§ g},

since



Eigenvectors for Different Eigenvalues

Theorem

Let ay,...,ax € R be pairwise distinct eigenvalues of the linear
endomorphism ¢: V — V. Let Aj = V|4, be a finite set of
linearly independent eigenvectors of ¢ associated to «; for
i=1,...,k. Then A= Ay u...U A is a set of linearly
independent vectors.

Proof.

For simplicity we assume that A; = {v;}, i.e. each set A; contains
one vector. Assume y1vi + Y2vo + ... + Yk vk = 0. By applying ¢
to both sides we get ayy1vi + apyave + ... + akykvk = 0.
Repeating this procedure we get a system of linear equations:

mTvi + Yov2 + ...+ Ykvk =0
a1yivi + aYavo + ...+ akykvk =0
U- a%yl vi o+ OZ%’YQ v o+ ...+ aiw( ve =0

k—1 k—1 k—1
a mvi + oy mve .+ oo v =0



Vandermonde Determinant

One can check that the Vandermonde determinant

1 1 1 ... 1
o e%) a3 O
2 2 2 2
det| ™ a3z az e O = H (0 — aj)
: : : : : 1<i<j<k
k=1 k-1 k-1 k—1
| O ) a3 Q]

is non-zero and hence the system U can be brought by elementary
row operations to a reduced echelon form

Vi =0
Y2 V2 =0

Ykvk =0



Basis Consisting of Eigenvector

Which implies that v1 = v, = ... = v, = 0 since all vectors v; are
non-zero. In the general case one can argue in a similar way.
Corollary

Let V be a finite dimensional vector space. Let ay,...,ax € R be

pairwise distinct eigenvalues of the linear endomorphism
p:V— V. Then
i) ifvi,...,vk € Vand o(v;) = ajv; for i = 1,... k then the
vectors vy, ..., vy are linearly independent,
i) dim V(o) +dim V(o) + ... +dim V(,,) <dim V,
i) dim Vig) +dim V(o) + ... +dim V() = dim V <= there
exist a basis of V consisting of eigenvectors of p <= the
matrix of ¢ relative to some basis of V is diagonal.

In the part iii) of the corollary the basis of V consists of the union
of bases of V() fori=1,... k.



Example
Let ¢: R® — R3 be given by
o((x1,x2,x3)) = (2x1 — 2x2 + Xx3,2x2 + X3,4x3). Then

2 -2 1
M(p)s = [ 0 2 1 ] ;o we(A) = (2= N34 - N).
0 0 4

The eigenvalues of ¢ are 2 and 4.

0 -2 1 X1 0
V(z): 0 0 1 x | =10 — xp =x3 =0,
0O 0 2 X3 0

V(2) = {(Xl,0,0) € R?’ | X1 € R} = Iin((l,0,0))

-2 -2 1 X1 0
Viay: 0 -2 1 x | =10 < x; =0 and x3 = 2xp,
0 0 0 X3 0

Vigy = {(0,52,2x2) € R? | xg € R} = lin((0, 1,2))



Example (continued)

V(o) = {(x1,0,0) € R* | x; € R} = lin((L,0,0))
Vigy = {(0,x2,2x2) € R3 | x2 € R} =1in((0,1,2))

dim V(o) + dim V(g) = 1 + 1 < 3 = dimR3, therefore there is no
basis of R3 such that matrix of ¢ relative to it is diagonal.



Diagonalizable Matrix

Corollary

Let V be a finite dimensional vector space and let dimV = n. If
the endomorphism ¢: V. — V' has n pairwise distinct eigenvalues
then there exists a basis of V consisting of eigenvectors.

Definition

Let Ae M(n x n;R). We say the matrix A is diagonalizable if it is
similar to a diagonal matrix, that is there exists an invertible matrix
C € M(n x n;R) such that the matrix C"*AC is diagonal.

Proposition

Matrix A€ M(n x n;R) is diagonalizable < there exists a basis
of R" consisting of eigenvectors of the endomorphism

¢: R" — R" given by the condition M(y)s = A.

Moreover, if A is such basis and C = M(id)% then the matrix
C~LAC is diagonal.



Example

. 8 10
Matrix A = 3 _3
©((x1,x2)) = (8x1 + 10x2, —3x1 — 3x2) has two eigenvalues 2 and
3. We have computed V() = lin((=5,3)) and V(3) = lin((—2,1)).
Set A= ((—5,3),(—2,1)) and C = M(id)%.

is diagonalizable. Endomorphism

0 3

[ -5 -2 I
S A DR

b [ 2.0 ] — M(p) 4 = M(id)AM ()2 M(id)*%



Example (continued)

2 =21
Matrix A= | 0 2 1 | is not diagonalizable. There is no basis
0 0 4

of R3 consisting of eigenvalues of the endomorphism
o((x1,Xx2,x3)) = (2x1 — 2% + x3,2x2 + Xx3,4X3).



Application

Proposition
a1l 0
Let A= be a diagonal matrix. Then
0 ann
ar; 0
AT = for any m € Z.

0 am

Remark

Note that this, in general, does not hold for non—diagonal

2
. 1 11° 12 )
matrices, for example [ 01 ] = [ 01 ] and 14 # 2.



Application (continued)

8 10
Let A= { 3 _3
A = CDC™!. Therefore A" = CD"C1.

e [

B { —5.27 4 2.3 _g.ontl 4 10.30+1 ]

}. Compute A". Recall D = C1AC hence

3'2n_3n+1 3‘2n+1_5'3n+1



Symmetric Matrix and Minimal Polynomial

Definition

Matrix A€ M(n x n;R) is called symmetric if AT = A.
Proposition

Let A€ M(n x n;R) be a symmetric matrix. Then A is
diagonalizable.

Moreover there exists an orthogonal basis of R” consisting of
eigenvectors of the endomorphism M(p)s = A, i.e. vectors of it
are pairwise perpendicular.

Definition

Let A€ M(n x n;R). The minimal polynomial pa of the matrix A
is a non-zero monic polynomial with real coefficients of the least
degree such that pa(A) = 0.

The minimal polynomial of A divides the characteristic polynomial
of A i.e. ual wa.



Example

8 10
-3 -3
monic divisors of wy are wa, A — 2, A — 3 and 1. Since A is not a
diagonal matrix then pa = wa.

Let A= { ] Then wa(A\) = (A —2)(A — 3) and the only

2 -2 1

Let B = [ 0 2 1 ] Then wg(\) = (2—A)2(4 — \). Then
0 0 4

only monic divisors of wg are —wg, (A —2)2, A — 2, (A — 2)(A — 4),

A —4 and 1. It can be checked that ug = —wg.



Criterion for Diagonalizability

Theorem

Let Ae M(n x n;R). Matrix A is diagonalizable if and only if the
minimal polynomial factors as follows

,uA(/\) = ()\ — Oél)()\ — Oé2) . (/\ — ak),

where o € R and o # «j, i.e. «; are pairwise distinct.

2 -2 1

A:[ 8 10], B=|0 2 1

-3 3 0 0 4
pa(A) = (A =2)(A = 3),

pe(\) = (A= 2)*(A - 4).

Matrix A is diagonalizable and matrix B is not diagonalizable.



Minimal Polynomials of Similar Matrices

Proposition
Let A, B e M(n x n;R) be similar matrices. Then i = pg.

Remark
Note that non-similar matrices can have the same minimal
polynomials. For example

1 00 1 00
A=|102 0|, B=|01 0|,

0 0 2 0 0 2
have the same minimal polynomial

pa(A) = pe(A) = (A =1)(A—2)

but A and B are not similar.



