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Determinant and Linear Dependence

Recall that elementary operations on vectors preserve the property
of being linearly independent.
Proposition
Let A€ M(n x n;R). The following conditions are equivalent:
i) det A # 0,
i) rows of matrix A form a linearly independent set,

iii) columns of matrix A form a linearly independent set.

Recall that n linearly independent vectors in R” form a basis.



Example

Example

Take matrix A and use elementary row operations to get an
upper-triangular matrix:

1 =1 1 non[1 -1 1 1 -1
A=|2 o0 3|10 21 [0 2
1 12 0 21 0 0

Then det A = det B = 0. The rows are linearly dependent
(1,-1,1) — (2,0,3) + (1,1,2) = (0,0,0).
The columns are linearly dependent

—3(1,2,1) — (~1,0,1) + 2(1,3,2) = (0,0,0).

O = =



Identity Matrix

Definition
The identity matrix I, € M(n x n;R) is defined by

That is, it has 1’s on the diagonal and 0’s elsewhere.
Note that for any A€ M(n x n;R) the following holds

A= Al, = A,

that is /, is a neutral element with respect to matrix multiplication.
This follows also from the fact that M(idg~)74 = I, for any basis A
of R".



Invertible Matrix

Definition

A matrix A€ M(n x n;R) is called invertible if there exists matrix
B € M(n x n;R) such that AB = I,. Such matrix B is unique and
it satisfies the equality BA = [,,. The matrix B is called the inverse
of A and is denoted A™!, that is

AATL = ATtA= |,
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Proposition

Let A= (v1,...,vp) and B = (wy,...,w,) be ordered bases of
vector space V. Let M be the change-of-coordinate matrix from
the basis A to the basis B, that is M = M(id)5. Let N be the
change-of-coordinate matrix from the basis BB to the basis A, that

is N = M(id)5. Then N = ML,

Proof.

It is enough to use the formula relating composition of linear
transformations with matrix multiplication and the uniqueness of
the inverse.

MN = M(id)5M(id)g = M(id)5 =

Example
Let V = R?,

= ), (5,3)), B = st =((1,0), )). Then
M = M(id)% [

}andN M(id)A [ %5]

I—‘M/\

5
3 2



Example (continued)

Let V =R? A=((2,1),(5,3)),8 = st =((1,0),(0,1)). Then

M = M(id)st = [f g] and N = M(id)4 = [ _i g]

For example, take vector v = (3,1). It's coordinates relative to the
standard basis are 3,1 that is (3,1) = 3(1,0) + 1(0,1). To compute
coordinates of v relative to the basis A we use the
change-of-coordinate matrix N = M(id)4.

3 -5 3] | 4
-1 2 1| | -1
The coordinates of v relative to the basis A are 4, —1 that is

(3,1) = 4(2,1) — 1(5,3).



Determinants and Invertible Matrices

Theorem

Let Ae M(n x n;R). Let ¢ : R" — R" be a linear transformation
and let A, B be bases of R" such that M(¢)5 = A. The following
conditions are equivalent:

i) the matrix A is invertible,
det A # 0,

)
iii) rows of A form a linearly independent set,
)

iv) columns of A form a linearly independent set,
kq 0 0
v) for any K = : ifAK=| | then K= :
kn 0 0

vi) the linear transformation ¢ is injective,
vii) the linear transformation ¢ is surjective,

viii) the linear transformation ¢ is bijective (invertible).



Computing the Inverse

For any A = [aj], B = [bjj] € M(n x n;R) denote by [A|B] the
matrix
a1 ... din b11 bln
€ M(n x 2m; R).

dnl ... dnpn b,,l b,,,,

Theorem
Matrix A is invertible if and only if matrix [A|l,] can be transformed
by elementary row operations to the matrix [I,|B]. Then B = A~!.

Proof.

Use multiplication by elementary matrices (cf. Lecture 5). O
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Rank of Matrix

Recall

Definition

Let Ae M(m x n;R). The rank of A is the dimension of the space
lin(wy, ..., wn) where wy, ..., wy, € R" are rows of A. The rank of

A is denoted r(A).

Example

1211 mps3n|[1 211 1 211
A=|3 73 4| 10101 |=2[0101].
1 312 0101 0000

The last matrix is in an echelon form with two non-zero rows
therefore r(A) = dimlin((1,2,1,1),(3,7,3,4),(1,3,1,2)) =
— dimlin((1,2,1,1),(0,1,0,1)) = 2.



Rank of Matrix

Theorem

For any matrix A€ M(m x n;R) the following numbers are equal:
i) dimlin(wy,...,wy) where wy, ..., wpy, are rows of A,
i) dimlin(kq,..., kn) where ky, ..., k, are columns of A,

iii) the number of columns (or rows) of a maximal square
submatrix B of A such that det B # 0.



Proof

Matrix A can be put into a reduced echelon form by elementary row
operations, and then, by elementary operations on columns, it can
be put into the form

100 00 0
10 00 0
00 1 00 0
000 ...10 0
000 0 0
000 ... 00 ... 0f

Elementary row and column operations do not change those three
numbers. Therefore the rank of A is equal to the number of pivots
in an echelon form.



Example

Example

Let A =

det

det

R Wk W~NDN

1
W NN P W

= W =

2 1 1

7 3 4 |.Itcan be checked that

3 1 2

i 111 1 21

=det| 3 3 4 [=det| 3 7 4 | =
11 2 1 3 2

=0.Butdet[:1)’ ?]zl#O,hencer(A)zz




Kronecker-Capelli Theorem

Consider a system of linear equations and two associated matrices

ayixy + apxe + ... 4+ aipxn =b

aix1 + apxxe + ... 4+ ayxXn =Db
U: ) )

amix1 + amxo + ... 4+ amnXp = bm
ail ar ... A aiy ar ... an | b
an ap ... axn ay ap ... ay | b

A= ) _ , B= )

dml dm2 --- dmn dml  dm2 amn brn



Kronecker-Capelli Theorem (continued)
Theorem (Kronecker-Capelli)

i) the system U has a solution if and only if r(A) = r(B),

ii) if the system U has a solution then exactly n — r(A) variables
are free variables,

iit) if (s1,...,sn) € R" is any solution of U and W is the subspace
of all solutions of a homogeneous system of linear equations
given by the matrix A then solutions of U are of the form
(s1y.-ysn) + W ={(s1,...,5,) +w|we W}

Proof.
Adding one column to a matrix can only increase its rank by at most 1. If

r(B) = r(A) + 1 then in the echelon form of B there is a pivot in the
column of constant terms. The pivots correspond to dependent variables
and the number of pivots is equal to the rank of the matrix. The
difference of any two solutions of U is a solution of the homogeneous
system of linear equations associated to the matrix A. [l



Matrix Inverse Formula

Let Ae M(n x n;R). The adjugate matrix of the matrix A is
given by (note the transposition!)

(—1)**1det Ay (—1)'"2det Ay - (1)1 "det Ay, |7
di(A) (—1)*det Ay (—1)*T2det Ay, -+ (—1)*T"det Az,
adj(A) = _ ) .
(—1)™tdet Ay (—1)""2detAp -+ (—=1)"""det A,
Theorem

Let A€ M(n x n;R) be an invertible matrix. Then

_ 1 .

Proof.
The equality Aﬁ adj(A) = I, can be checked directly using the
Laplace expansion.



Example

LetAz{a b}.Then
c d

. . (—1)1+1 det Ay
adJ(A) - |: (_1)2+1 detA21

Hence

(—1)1+2 det Aqo
(—1)2+2 det Axp




Cramer’s Rule
Let U be a system of linear equations with n unknowns and n

equations:
ayixy + apxe + ... 4+ aipxn = b
axyxy + ampxo + ... + apxp = b
amx1 + amXx + ... + amXn = b,
ail - din
Let A = Do be the associated matrix of
dnl ' apn
b
coefficients and let B = ; be the matrix of constant terms.
b
X1 b

The system U can be writtenas A @ | =

Xn bn



Cramer’s Rule (continued)

Therefore, if det A # 0 the system U has exactly one solution given
X1 by

by | ¢ | =ATH]
Xp b,

Theorem (Cramer’s Rule)

If det A # O then the unique solution of the system U is given by

X; = ‘ifti" fori =1,...,n, where A; is the matrix A with i-th
column replaced by B.
Proof.

Use the Laplace expansion and the inverse matrix formula. O



Example

Let

Then
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-3 4 ] Az
=5 X2 = ddeett/‘,l\2




Matrix Algebra

Remarks

i)

if A,B e M(nx n;R) and det A # 0,det B # 0 then the matrix AB
is invertible and (AB)~! = B~1A~1

(AB)T = BTAT,

if Ae M(n x n;R) and det A # 0 then the matrix AT is invertible
and (AT)"1 = (A7H)T,

for n > 0 define
A"=A---A (n— times),

ifdet A # 0 for n < 0 define
An _ (A_l)_"

and A° = |.



Matrix Algebra (continued)

Remarks

iv) The following
AnAm _ An+m
(An)m — Anm

hold for any integers m, n,

v) note that unless AB = BA, in general,
(AB)" = (AB)(AB)--- (AB) # A"B".



