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Linear Transformations

Definition
Let V, W be vector spaces. A function ¢ : V — W is a linear
transformation if

i) p(v+w)=p(v)+e(w) forall v,we V,
i) p(av) = ap(v) forallae R and ve V.

For example, the function ¢ : R3 — R? defined by
o((x1,x2,x3)) = (x1 + 2x2 — x3, X2 + x3) is a linear transformation.

In general, the following theorem holds:



Linear Transformations (continued)
Theorem
A function ¢ : R" — R™ s a linear transformation if and only if
gD((Xl, - ,Xn)) = (311X1 + ...+ 31pXn, A21X1 + ... + A2nXn, ...

e yamiX1 + ... + amnXn), where ajj € R.

Proof.
Assume ¢ is a linear transformation. Let
@(ei) = (a1i, @i, - - - ami)-

Then, by linearity,

O(X1y -y Xn) = (X161 + oo + Xpgn) = x10(€1) + ... + Xnp(en) =
(311X1—|-. ..t ainXp,a21x1+...+aunXn, ..., amiX1+.. .+am,,x,,). O



Examples

The transformation ¢ : F(R,R) — R defined by ¢(f) = f(1) is
linear.

The transformation ¢ : D(R,R) — F(R,R), where D(R,R)
denotes differentiable functions f: R — R, defined by o(f) = f’
is linear.



Properties

Let ¢ : V — W be a linear transformation. Then

) »(0) =0,
ii) if vectors vi,..., vk are linearly dependent then
©(v1),...,¢(vk) are linearly dependent too,

i) the set (V) = {¢(v) | ve V} is a subspace of W called the
image of V, if vi,...,vx span V then ¢(v1),...,p(vk) span
e(V),

iv) the transformation ¢ is injective if and only if
{veVi]ep(v) =0} ={0},

v) if ¢ is injective and the vectors vy, ..., v are linearly

independent then ¢(vy),...,@(vk) are linearly independent
too.



Properties (continued)

Theorem

Let V, W be vector spaces. For any basis v1,...,v, € V and any
vectors wy, ..., w, € W there exists a unique linear transformation
¢V — W such that ¢(v;) = w; fori=1,...,n.

Proof.

For v =", ajvj set o(v) = >, ; ajw;. It is easy to check that
@ is a linear transformation (by the uniqueness of coordinates
relative to a basis) and it is unique, since any other linear
transformation sending v; to w; satisfies the same conditions. O



Example

Let ; R? — R3 be a linear transformation such that

Then ¢((1,0)) = ¢((1,3) —3(0,1)) = ¢((1,3)) = 3¢((0,1)) =
(1,1,1) — 3(—1,0,2) = (4,1,-5).

Therefore, p((x1,x2)) = @(x161 + x02) =
X1 (4, 1, —5) + Xz(—l, 0, 2) = (4-X1 — X2, X1, —bxy + 2X2).



Representation of Transformation by Matrices

Recall that by M(m x n; R) we denote the set of real matrices with
m rows and n columns.

Definition
Let V, W be vector spaces and let
A= (vi,...,vp),B = (wi,...,wp) be their ordered bases,

respectively. The matrix of a linear transformation ¢: V — W
relative to the pair of ordered bases A and B is matrix

M(p)5 = [aj] € M(m x n;R) given by the conditions

o(vj) =X ajw; forj=1,...,n.

That is, columns of M(cp)fi consist of coefficients of the vectors
o(v1),-..,¢(vy) relative to the basis B.



Examples

Let ¢ : R3 — R? be a linear transformation defined by
o((x1,x2,x3)) = (2x1 — x2 + x3,x1 + Xx3) and let
A=1((1,0,1),(2,0,3),(0,1,1)), B=((1,1),(0,1)) be the
ordered bases of R and R?, respectively. Then

¢((1,0,1)) = (3,2) =3(1,1) — 1(0,1)
©((2,0,3)) = (7,5) =7(1,1) — 2(0,1)
©((0,1,1)) = (0,1) = 0(1,1) + 1(0,1).

The matrix of ¢ relative to the (ordered) bases A, B is

mei=| 3 5 %]



Examples (continued)

Notation
By st we will denote the standard basis of R", i.e.
st = (61, R ,En).

For example, the matrix of the linear transformation given by
o((x1,x2,x3)) = (2x1 — x2 + 3x1, x1 + Xx3) relative to the standard
bases in R3 and R? is

wei-| 7

1) = 2(1,0) + 1(0, 1) = 2¢1 + lep
0) = —1(1,0) + 0(0,1) =—1&; + Oey
1

90(51) = 90((17070)) = (27
1 =
) =3(1,0) +1(0,1) =  3e1 + ley.

90(52) = 90((07 170)): (_
90(53) = 90((0707 1)) = (

)
)



Elementary operations and matrices of linear
transformations

Proposition
Let V, W be vector spaces and let A = (v1,...,Vp),
B = (wi,...,wn) be their ordered bases, respectively. Let

A = [a;] = M(p)5 be the matrix of a linear transformation
@: V. — W relative to the bases A and B. If
A '=(vi+wva,va,...,vpn), A" = (avg,va,...,vp), B =

(wy +wo,wa ..., wp),B" = (awy,ws ..., wy) for some a # 0 then
a1 +ap a2 ... a
as1 + a» a» ... asn
B
M(e)x = : S : ’

aml+am2 am2 --- 3amn



Elementary operations and matrices
transformations (continued)
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Rank

Definition

Let ki,...,k, € R™ denote the vectors corresponding to columns
of matrix A€ M(m x n;R). The dimension of the space
lin(ki,...,k,) < R™ will be called rank of the matrix A and
denoted by r(A).

Proposition

Let o : V — W be a linear transformation and let A, B are
ordered bases of V and W, respectively. Then the rank of the
matrix M(p)5 is equal to dim (V) and hence it does not depend
on the bases A, B.

Corollary

Elementary row operations on matrix A do not change its rank.
Therefore, the rank of matrix A is equal to the rank of its
(reduced) echelon form A, which is equal to the number of
non-zero rows in A’.



